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The relevance of mathematical modeling to investigations of the bactericidal effects of antimicrobial agents
has been emphasized in many studies of killing kinetics. We propose here a descriptive model of general use,

with four parameters which account for the lag phase, the initial number of bacteria, and the limit of
effectiveness and bactericidal rate of antimicrobial agents. The model has been applied to several kinetic datum
sets with amoxicillin, cephalothin, nalidixic acid, pefloxacin, and ofloxacin against two Escherichia coli strains.
It is a useful tool to compare killing curves by taking into account model parameter confidence limits. This can

be illustrated by studying drug effects, strain effects, and concentration effects. For the antibiotics used here,
concentration effects had an influence mainly on the length of the lag phase and the minimum number of living
cells observed. It is therefore clear that differences in the killing curves with changes in one or more parameters
could occur.

The time-killing-curve method has been used in many

studies, since bacterial death is evaluated with more infor-
mation by this method than by end-point methods. When
several antibiotics with several antibiotic concentrations are

studied by this method, the number of curves to compare

increases, leading to difficulty in adequately managing the
results. As a means of data analysis, mathematical modeling
is anticipated to be a useful tool to describe and compare

kinetics, leading to a quantitative appraisal of bactericidal
effects. The early stage of bacterial death induced by several
means is said to be exponential in many cases (6, 7).
However, in many cases, there are deviations from the
exponential function (5). For instance, when bacteria have
been exposed to quinolones, the decreasing phase of the
killing curve corresponds to a biexponential function (4). In
this case, the absence of mortality observed at the beginning
of the killing kinetics is not taken into account. More-
complex functions have been used to describe the bacteri-
cidal activities of 3-lactams, but they are too antibiotic
specific (9, 10). Until the present, there has been no standard
mathematical model encompassing the initial growth plateau
and the bactericidal phase including the so-called tail of the
killing curves. In this paper, we propose a general descrip-
tive mathematical model that fits every bacterial kinetics
curve with a tail, whatever the antimicrobial agent used. A
quantitative comparison of the phenomena has thus become
possible, as has objective analysis utilizing the parameter
confidence limits determination. The advantages of this new
model are illustrated by comparing the bactericidal effects of
two 1-lactams and three quinolones of major medical inter-
est, at various concentrations, against two Escherichia coli
strains.

* Corresponding author.

MATERIALS AND METHODS

Bacterial strains. E. coli KL16 (4) and E. coli ATCC 25922,
the reference strain for the quality control of antibiogram
susceptibility, were used throughout the study.

Antimicrobial agents. The following antibiotics were used:
amoxicillin (Beecham Pharmaceuticals, Paris, France),
cephalothin (Glaxo Laboratories, Paris, France), nalidixic
acid (Winthrop Laboratories, Clichy, France), pefloxacin
(Roger Bellon Laboratories, Neuilly-sur-Seine, France), and
ofloxacin (Roussel Uclaf Laboratories, Paris, France).
These antimicrobial agents are prescribed in many cases of
E. coli urinary tract infections.

Determination of MICs. MICs were determined by a

standard macrodilution test (1) in Mueller-Hinton (Ca2' at
25 mg/liter and Mg2e at 12.5 mg/liter) broth (Diagnostics
Pasteur, Paris, France). The inoculum was 106 bacteria per
ml. The same batch of broth was used throughout the study.

Killing curves. Each strain was grown overnight in Muel-
ler-Hinton broth. The initial number of cells was adjusted to
105 bacteria per ml with a nephelometer (ATB 1510; bio-
Merieux, Marcy l'Etoile, France). Preheated Mueller-Hin-
ton broth (35°C) was used for all dilutions. This suspension
was used to perform five separate assays in 50-ml borosili-
cate glass flasks. Each assay mixture contained 19.9 ml of
bacterial suspension and 0.1 ml of working antibiotic solu-
tion. The final concentrations of each antibiotic were se-

lected on the basis of the particular MIC for each test strain
and were multiples of the MIC (1 x MIC, 2x MIC, 3 x MIC,
and 5 x MIC). A flask without antibiotic was used as a

control. The flasks were incubated aerobically at 35°C with
constant agitation (incubator shaker; New Brunswick Scien-
tific [100 rpm]). Sampling for colony counts was performed
every 30 min between 0 and 6 h. The flasks were immediately
reincubated following each sampling procedure.
The killing curves were obtained by plotting the decimal

logarithm of CFU per milliliter against time.
Carryover of antimicrobial agents. The absence of carry-

over in killing curves was verified with amoxicillin (5 x
MIC), cephalothin (5 x MIC), nalidixic acid (5 x MIC),
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pefloxacin (5 x MIC), and ofloxacin (5 x MIC) against both
E. coli strains as follows. A 1-ml volume of the antibiotic
solution was passed through a 47-mm-diameter (0.45-,um-
pore-size) filter membrane (Sartorius, Palaiseau, France),
and then an inoculum of about 100 bacteria per ml was
passed through. A control without antimicrobial agents was
prepared in the same manner. The membranes were then
immediately washed twice with 100 ml of sterile aqueous
Tween 80 (0.02% [vol/vol]) and soya peptone (0.1%) (bio-
Merieux), aseptically transferred onto Iso-Sensitest agar,
and incubated at 35°C in an air incubator. The numbers of
CFU were determined after 24 h. Carryover was studied
with 12 replicates of each antibiotic. Growth in the antibiot-
ic-free controls was compared with that in assay mixtures
containing antibiotics by means of a nonparametric statisti-
cal procedure (Mann-Whitney U test; level of significance, ot

was fixed to 5%). When no significant difference between
controls and tests was observed, the absence of significant
antimicrobial-agent carryover was established.

Bacterial counts. Colony counts were determined by re-
moving 10 and 100 ,ul and 1 ml of the broth at specified times.
Samples were passed through 47-mm-diameter (0.45-,um-
pore-size) filter membranes (Sartorius), or a 0.4-ml volume
of broth was first diluted in borosilicate glass test tubes
containing 3.6 ml of sterile aqueous Tween 80 (0.02% [vol/
vol]), after which 10 ,ul of test dilution was filtered. The
membranes were washed twice with 100 ml of sterile aque-
ous Tween 80 (0.02% [vol/vol]) and soya peptone (1%),
transferred onto Iso-Sensitest agar, and incubated at 35°C
for 24 h. They were examined with a magnifying lens to
count the colonies which had been colored by spraying with
triphenyltetrazolium (0.5%). Results were calculated from
filters with counts between 20 and 300 CFU when the
original sample was less than 1 ml, or with counts between 0
and 300 CFU when the original sample was 1 ml.

Mathematical analysis. Mathematical modeling was car-
ried out with log-transformed data (when the log transfor-
mation was possible, i.e., with killing curves for which CFU
per milliliter was not null). Since CFU tended to decline over
several decimal logarithms, use of the log-transformed data
served to stabilize the variance of the errors on bacterial
counts.
The parameters of the mathematical function were esti-

mated by nonlinear regression. The ordinary least-squares
criterion was used to fit the model to the data. The minimum
of the sum of the squared residuals between the observed
and theoretical points was computed with a program written
in Mathematica language using the subroutine FindMinimum
(Mathematica; Wolfram Research, Inc., Champaign, Ill.).
The confidence limits of parameter values (1 - a; (x is the

level of significance and is fixed to 5%) were defined accord-
ing to the method described by Beale (3) and were deter-
mined with a previously described program (8).
To study the variations of antimicrobial effects observed

among antibiotics, antibiotic concentrations, and bacterial
strains, parameter values were statistically analyzed by the
following tests: (i) the equality between two estimated pa-
rameter values was rejected (i.e., two estimated parameter
values were regarded as significantly different) when their
confidence intervals (1 - ax) did not overlap or (ii) the
equality between an estimated parameter value and a theo-
retical and fixed value was rejected (i.e., an estimated
parameter value was significantly different from a theoretical
value) when the theoretical value did not belong to the
confidence interval (1 - a) of the estimated parameter value.

7.

6.

5.

4.

3.

2.

1.
0 .

CL.

0)

7.

6.

5.

4.

3.

2.

1.

0.

6

5

4

3

2

1

0
400.

Time (min)
FIG. 1. Survival of E. coli KL16 in broth containing antibiotics.

Bacterial concentrations are plotted against time, together with the
theoretical fitted curves (solid lines). 0, lx MIC; 0, 2x MIC; A,
3x MIC; A, 5x MIC. (a) Ofloxacin; (b) amoxicillin; (c) nalidixic
acid.

RESULTS

MICs. The MICs for E. coli ATCC 25922 exposed to
nalidixic acid, pefloxacin, ofloxacin, amoxicillin, and ceph-
alothin were 2, 0.06, 0.06, 4, and 16 ,ug/ml, respectively. The
MICs were 4, 0.06, 0.06, 4, and 8 ,ug/ml, respectively, in the
case of E. coli KL16.

Killing curves. A decrease in the bacterial population was
always observed at all antibiotic concentrations. Occasion-
ally, regrowth was observed after 150 min for the lowest
concentrations of nalidixic acid and pefloxacin. The shapes
of the killing curves when bacterial strains were exposed to
1-lactams or to quinolones were very similar: a plateau (or
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FIG. 2. Simulations of the mathematical model. The decimal logarithms of bacterial counts (log [CFU per milliliter]) are plotted against

time (minutes). Parameters have been varied individually to illustrate their effect on the shape of the curve. Default parameter values were
as follows: At, 60 min; a, 0.02/min; YO, 5.0; Ym, 1.5. Arrows show the increasing values of the parameters. Values for At were 0, 10, 30, 50,
and 100 min; values for a were 0.01, 0.012, 0.016, and 0.025/min; values for YO were 4.5, 4.8, 5.0, and 5.2; values for YIm were 0.5, 0.75, 1.0,
1.5, and 2.0. (a) At; (b) a; (c) YO; (d) YmZ

lag) sometimes preceded the decrease in the bacterial popu-

lation, and a tail that indicated a marked deceleration in the
rate of bacterial death was always observed. Figure 1 shows
the killing curves of E. coli KL16 exposed to two of the
antibiotics.
Mathematical modeling. The general form of the mathe-

matical function used was obtained by letting Y(t) = log10
N(t),

Y(t)=Yo if t c At
Y oY me(tYe (1)

1Y(t)=Y +Ym (IYo' Ym, + Ym ea(t

where t (minutes) is the time, N(t) is the bacterial-population
density (CFU per milliliter) at time t, and At (minutes), YO
(dimensionless), Ym (dimensionless), and a (1/min) are pa-
rameters of the mathematical model which have to be
estimated by nonlinear regression. At is the time from which
the decrease of the bacterial population was observed; YO is
the decimal logarithm of the initial number of cells; Y,m is the
decimal logarithm of the minimum observed number of living
cells; a accounts for the intensity of the bactericidal rate.
Figure 2 illustrates the influence of each parameter on the
shape of the curve.
When the parameter At was 0, the model could be reduced

to the following function:

Y(t) = YO + Ym - Yy Y + (2)

The number of parameters of the partial model (equation 2)
was then reduced to three. These two mathematical models
(equations 1 and 2) are referred to as nested models (2). To
decide which was the simplest nested model to fit a datum

set adequately, we used a likelihood ratio test (2), described
below. We let S denote the sum of squares and v denote the
degrees of freedom, with subscriptsf andp denoting the full
model with four parameters (equation 1) and the partial
model with three parameters (equation 2), respectively. On
the other hand, we let F(ve, vf; a) denote the table value of
the Fisher-Snedecor distribution, with ve (the subscript e is
for extra [Ve = vf - Vp = 1]) and Vf (Vf = 4) denoting degrees
of freedom, at the level of significance a (5%). If the ratio (Sf
- Sp)I(S/vf) is lower than F(Ve, Vf; a), the partial model is
sufficient (2) and can be used. The At parameter value is then
fixed to 0.
The full or partial model fitted to killing curves for which

no regrowth during the early phase of bacterial mortality was
observed. The values of the parameters and their confidence
intervals (1 - a) are listed in Table 1. Figure 1 shows
examples of the theoretical curves fitted to the log-trans-
formed data.
Parameter analysis. The concentration-dependent bacteri-

cidal effect was defined by the statistically significant varia-
tion of one or more parameters of the model fitted to the
bactericidal kinetics at various concentrations. A significant
concentration effect on the parameter At (duration of the lag
phase) occurred for E. coli ATCC 25922 exposed to amoxi-
cillin and ofloxacin, whereas significant concentration effects
on the parameter Ym (the decimal logarithm of the minimum
observed number of living cells) occurred for E. coli KL16
(Table 1). Only E. coli ATCC 25922 was susceptible to the
variations of nalidixic acid concentrations which acted on
YIm. No relation between any parameter and pefloxacin and
cephalothin concentration within the concentration range
employed was observed.
The statistically significant variation of a parameter of the

model fitted to the killing kinetics of various drugs for the

VOL. 37, 1993



1688 GUERILLOT ET AL. ANTIMICROB. AGENTS CHEMOTHER.

0~~~~~~~~~~~~~~~~~~~~~~~~~~~C f t C r - f

00C0C)
1 r-

LrW4 (lOCOCI-4r-
C~,-00Nef1 000 0000NN

14 0-40

co r- C~~0N 00r O D -4 )a00 00 00 \C f"I

CO t - ~~~~~~~ ~~~~~~ ~~~~~~~~~~~~~000efc\CINQ Cr4r4r t

-0

Oc( ~ o4 NOC14 m 0 0Ne'-4 (--N t-0 O00 ON

0)- 0 N N ~~~~~~~~~~~~~~~~~~~~~~~~~0Nc-e1 00 - 0O oenCD00tnr C' `N 0 Cc1 00 en0'0ct W Nf ~c 0000-

0000 00 0)~ 000~c700 0000r- 1

tn CN~~~~~ C- -4 ( - ,-4

PN,.0 000000 00 0rCD - &~

00f o0 00 0W f0~N00(1e OO N(
0) 00~~~~~~~~~~~~~~~~~~~~~~a- 7-000000-~-q00000 000

Q) cO 0N 0 -4ci--r44N N0_0-
N '-4~~~~~~~N~ -0'tf

0 1 C I_CC0 oro 'I 'IO 09'I,~~~~~~~~00~C 0 --400((4=- 1eC 1

0~~~~~-e~~~~~~ O\C (~ 000\ e0~Nr ~

0)~~~~~~C

\C tn 00 ON r) c c00 t O f -qeCl 1 *0
4) e(00~~n r-N00a, It4)00N -40\0"It 0

W)(ON00On 0000t eCCqCN *0O N -

0(1 00 O00 - 000400W) 00" ON-400 0\C"r\1

C O 0)

\0Lr) 000~fM 0t-C0 re 00 -~00
co- Ct; . cIr004CC4r C ;~r 4rC; rC;C5 0
> 0O00ft ~ 1~~~4

~~~~~~~~~~~ C~-4It O`NCf -- 00 \0O Cf)(-4N0 0C1)

r-CNCDmr- 00 \C ~ ~ ~ ~ ~ ~ NCf-40

0) (~~~C~C(1 C'-C('-)(1 0(1-4 ClClCl Cl~~~~'Ocoo.-..)

o~~~~~~000000 000 0000 0000 0)OCO~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~C,
0) C~~~~~~~~~~~~N00 00~~~~~~~~~C) l- O7100 - '- ('00 r o

0 N CD D e 00 -40 0, 00t
00W)tn en C,4 00)o

xo

GOtC. 0

7~~~~~10,0 0 2~~~~~~~~~~~~~~~ZZ 0)0
C)~~~~ ~~~~~~~~~~~~0CZ

9LOz~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~0



COMPARISON OF KILLING CURVES 1689

same concentration expressed in terms of the MIC defined
the drug-dependent effect of that parameter. The parameter
Ym was drug dependent in the case of E. coli KL16 and was
significantly higher for cephalothin than for ofloxacin at 2x
MIC, 3 x MIC, and 5 x MIC; it was the same for ofloxacin
and amoxicillin at 5 x MIC.

DISCUSSION

The kinetics of antimicrobial activity are generally used to
evaluate and compare new drugs and study differences and

changes in the antimicrobial susceptibilities of clinically
important bacterial isolates (1). The new model was empir-
ically built as a tool to describe data without the aim of
providing a mechanistic explanation; it is an exclusively
descriptive model. We have chosen to include as mathemat-
ical parameters indices accounting for the experimentally
observed effects of antimicrobial agents on the shapes of
killing curves. In order to take into account the lag phase and
the tail of each killing curve, two parameters in addition to
the standard exponential model have been included. At, YO,
and Ym can be read directly when log CFU is plotted versus

time.
This descriptive model fits the killing kinetics curve with a

tail and with a possible lag phase, obtained with different
antimicrobial agents so that killing curves are described in
the same way, thus allowing them to be compared by using
the estimated parameter values. Determination of the confi-
dence intervals of the model enables statistical tests to
emphasize significant differences among the parameters so

that comparisons are objective.
In this model, significant variations of parameters demon-

strate drug-dependent and concentration-dependent effects.
It is clear that the antimicrobial effects observed at various
drug concentrations or with different drugs may occur with
parameters, especially the lag phase or the minimum ob-
served number of living cells, other than the bactericidal
rate. The modeling of only the decreasing phase by the
exponential model leads to a loss of information, because the
lag phase and the tail of the killing curves are not used.
However, these last two parameters are important for an

accurate evaluation of in vitro antibiotic action to differen-
tiate antibiotic action adequately and to know the killing
potencies of the antibiotics tested.

This new mathematical model could be a useful tool to
study the bactericidal effects of new drugs, since it describes
quantitatively the early antimicrobial activities of drugs for
which a tail is characteristic. It adequately takes into ac-
count all phases of the killing process. Furthermore, it
enables objective comparisons among drugs on a statistical
basis. It would also be useful in antibiotic-combination
studies to point out significant differences between the
effects of the combinations and those of a single drug.
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